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Electron spin echo envelope modulation (ESEEM) is a technique of pulsed-electron paramagnetic reso-
nance (EPR) spectroscopy. The analyis of ESEEM data to extract information about the nuclear and elec-
tronic structure of a disordered (powder) paramagnetic system requires accurate and efficient numerical
simulations. A single coupled nucleus of known nuclear g value (gN) and spin I = 1 can have up to eight
adjustable parameters in the nuclear part of the spin Hamiltonian. We have developed OPTESIM, an
ESEEM simulation toolbox, for automated numerical simulation of powder two- and three-pulse one-
dimensional ESEEM for arbitrary number (N) and type (I, gN) of coupled nuclei, and arbitrary mutual ori-
entations of the hyperfine tensor principal axis systems for N > 1. OPTESIM is based in the Matlab envi-
ronment, and includes the following features: (1) a fast algorithm for translation of the spin Hamiltonian
into simulated ESEEM, (2) different optimization methods that can be hybridized to achieve an efficient
coarse-to-fine grained search of the parameter space and convergence to a global minimum, (3) statistical
analysis of the simulation parameters, which allows the identification of simultaneous confidence regions
at specific confidence levels. OPTESIM also includes a geometry-preserving spherical averaging algorithm
as default for N > 1, and global optimization over multiple experimental conditions, such as the dephasing
time (s) for three-pulse ESEEM, and external magnetic field values. Application examples for simulation
of 14N coupling (N = 1, N = 2) in biological and chemical model paramagnets are included. Automated,
optimized simulations by using OPTESIM lead to a convergence on dramatically shorter time scales, rel-
ative to manual simulations.

� 2009 Elsevier Inc. All rights reserved.
1. Introduction

Electron spin echo envelope modulation (ESEEM) is a technique
of pulsed-electron paramagnetic resonance (EPR) spectroscopy
that reveals the energies of electron-nuclear hyperfine (hf) interac-
tions, and, for nuclei with I P 1, nuclear quadrupole interaction
(nqi) energies [1,2]. Nuclear state mixing and a bandwidth of the
microwave pulse magnetic field (B1) larger than the hf splitting af-
ford favorable conditions for the detection of ESEEM from single or
small numbers of electron–nuclear couplings. The modulation of
the echo envelope is collected in the pulse time domain, and is co-
sine Fourier-tranformed to create an ESEEM frequency spectrum.
Schematic pulse timing diagrams for the standard one-dimen-
sional two-pulse and three-pulse ESEEM experiments are shown
in Fig. 1. In certain cases, qualitative information about the iden-
tity, number, and magnitude of the coupling of the coupled nuclear
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spin(s) can be gained from inspection of the modulation periodic-
ities in the waveform or the line positions in the Fourier transform
(FT). However, simulation of the ESEEM is required to extract the
coupling parameters that give the desired detailed information
about the nuclear and electronic structure of the molecular para-
magnet, such as the hf tensor and electric field gradient (efg) ten-
sor (nqi parameters). Different programs for the numerical
simulation of ESEEM have been reported and used to interpret
one-dimensional and two-dimensional experiments [3–9].
Although the simulations yield, in many cases, a high level of
agreement with experiment, the process of matching simulation
and experiment remains both subjective and time-consuming,
and is the bottleneck in the interpretation of ESEEM experiments.
Here, we describe an ESEEM simulation software toolbox that
incorporates automated fitting with an efficient hybrid optimiza-
tion approach, and provides an assessment of the statistical signif-
icance of the simulation parameters.

The overall design goal of the tool box (denoted by OPTESIM, for
optimization of ESEEM simulation) is to provide a modular, flexible
set of routines for an automated, optimization-based simulation of
diverse paramagnetic systems (arbitrary number of hf coupled
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Fig. 1. Pulse timing diagrams for the two- and three-pulse ESEEM pulse sequences.
(A) Two-pulse sequence: p/2 � s � p/2 � s � detection. (B) Three-pulse sequence:
p/2 � s � p/2 � T � p/2 � s � detection.
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nuclei with arbitrary nuclear spin; different classes of electron
spins). For this purpose, a collection of functions for scripting is
most appropriate. The Matlab (Mathworks, Natick, MA, USA) pro-
gramming environment is chosen for the development of OPTESIM,
because of the following features: (1) Matlab is generally available
for academic use, (2) Matlab is easier for further development,
compared to a C++ or FORTRAN environment, and (3) a number
of literature numerical and optimization routines are available in
Matlab. In addition, a practical consideration is that experiment
control and data collection software can be developed in Matlab,
which allows a seamless flow from ESEEM data acquisition to
end analysis. The core calculations of the nuclear eigenvalues and
eigenvectors and the time evolution of the density matrix use di-
rect diagonalization methods [10,11]. The optimization is achieved
by using the minimization of the least-squares residuals of the
match of the simulated to the experimental ESEEM, and is gener-
ally carried out in the time-domain, where distortions of the FT
owing to waveform truncation are absent. Algorithms for the
search of the hf, nqi, and system-specific Euler angle parameter
space are as follows: genetic algorithm [12], simulated annealing
[13], Nelder–Mead simplex [14], Gauss–Newton method, and
Levenberg–Marquardt method [15]. A statistical assessment of
the uncertainty in a parameter, with respect to other parameters,
is given by the calculated simultaneous confidence region for each
parameter.

We apply OPTESIM to the simulation of a system, which had
been previously simulated by ‘‘manual” simulation, and to one
which is too complex to efficiently simulate by ‘‘manual” simula-
tion. In each case, a two-tier approach of genetic algorithm (coarse
grained search for basin around the global minimum) followed by
simplex (fine grained search for the global minimum within the
basin) optimization are used. The automated, optimization simula-
tions converge on dramatically shorter timescales, relative to man-
ual simulations.

2. Theory

2.1. Spin Hamiltonian

The stationary-state Hamiltonian for treatment of the interac-
tion of an electron spin (S = 1/2) with one nuclear spin (I) is formu-
lated with a hf coupling term, a nuclear Zeeman term, and a nqi
term (for I P 1), as follows:

H ¼ h S
*

�A � I
*

�gNbN B0

*

� I
*

þ I0
*

�Q � I0
*

ð1Þ

where bN; S
*

, and I
*

are the nuclear magneton, electron spin opera-
tor, and nuclear spin operator, respectively, gN is the nuclear g-va-
lue, A is the hf coupling tensor, and Q is the nqi tensor [16]. The I
and I0 indicate that the eigenfunctions of A and Q are, in general, dif-
ferent. The hf tensor has the principal components,
Ap ¼ ½Axx Ayy Azz �, and is composed of an isotropic part, Aiso,
and a dipolar part. In the point dipole approximation, the dipolar
part is given by an axially symmetric dipolar tensor,
½ �Adip �Adip 2Adip �, where Adip ¼ ðl0=2hÞgebegNbNr�3

eff , and ge,
be, and reff are the electron g-value, Bohr magneton, and an effective
distance between the electron and the nuclear spins, respectively
[16]. The hf tensor Ap is rotated to the molecular frame, which is de-
fined by a reference principal axis system (PAS) that is provisionally
related to the electron g tensor PAS, by the following operation:

A ¼ RT
AApRA ð2Þ

where RA is a rotation matrix, which is defined by the Euler angles,
½aA bA cA �, to rotate from the electron g tensor PAS to the hf cou-
pling tensor PAS.

The nqi tensor, Q, is defined by the nuclear quadrupole coupling
constant, e2qQ/h, and the efg asymmetry parameter, g, where e, q,
and Q are the elementary charge, the magnitude of the principal
component of the efg tensor, and the nuclear quadrupole moment,
respectively. In its PAS, the traceless nqi tensor Q p ¼
½Qxx Qyy Q zz � is related to e2qQ/h and g by the following
expressions:

Q zz ¼ e2qQ=ð2Ið2I � 1ÞhÞ ð3Þ
g ¼ ðQ xx � Q yyÞ=Q zz ð4Þ

where jQzzjP jQyyjP jQxxj. In the toolbox, the orientation between
the nqi tensor PAS and the hf tensor PAS is defined by the Euler an-
gles ½aQ bQ cQ �, which consequently define a rotational matrix,
RQ, and nqi tensor Q in the molecular PAS (g tensor PAS) to be ex-
pressed as follows:

Q ¼ RT
ART

Q Q pRQ RA ð5Þ

This definition of Q by using a two-stage rotation allows an addi-
tional constraint on the mutual orientations of A and Q during
numerical optimization, which adds to the flexibility in the specifi-
cation of the geometry model for multiple electron-nuclear
interactions.

To summarize, the general coupled electron – single nucleus
system for I P 1 is parameterized by using the following 13 param-
eters: gN, I, Axx, Ayy, Azz, aA, bA, cA, e2qQ/h, g, aQ, bQ, and cQ (for I = 1/2,
the five nqi-associated parameters are dropped). In practice, the
coupled nucleus is assigned based on characteristic spectral fea-
tures or a priori knowledge of the system, so that gN and I are fixed,
which entails eleven adjustable parameters. In disordered, or pow-
der, systems (no preferred orientation of the molecular, or g, PAS
relative to B0), aA, bA, and cA are not considered, and the number
of adjustable parameters is reduced to eight. The point dipole
assumption for electron-nuclear dipolar coupling reduces the
number of adjustable parameters to seven. Additional nuclear cou-
plings introduce three Euler angle parameters that describe the
mutual orientations of the hf PAS, in addition to the individual nu-
clear coupling parameters, described above. In OPTESIM, all of the
parameters can be subjected to the numerical optimization.

2.2. ESEEM calculation

The time-domain ESEEM calculation incorporates the full den-
sity matrix diagonalization from the Mims density matrix treat-
ment of ESEEM [10,11]. Although the time evolution simulation
of a pulsed magnetic resonance experiment is straightforward
[7,8], the explicit evaluation of the transition frequencies and
intensities is computationally advantageous for optimization pur-
poses, relative to methods that calculate the time evolution of
the density matrix. Specifically, the following adapted numerical
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procedure [1,2,17], which we have used previously in ESEEM sim-
ulations [9], is found to be most efficient for constructing the two-
pulse and three-pulse modulation in OPTESIM.

The Hamiltonian is first partitioned into sub-matrix representa-
tions Ha and Hb corresponding to a (ms = 1/2) and b (ms = �1/2)
electron spin manifolds. Ha and Hb are diagonalized separately
with unitary matrices Ma and Mb to obtain the eigenfrequencies,
ma and mb, belonging to the a and b manifolds, respectively. The
Hamiltonian, H, is transformed into H0, which corresponds to the
coupled representation, as follows:

H0 ¼
0 M
My 0

� �
ð6Þ

where M ¼My
aMb.

The modulation frequencies and amplitudes are then calculated
for specific types of experiments. For example, for the two-pulse
echo envelope modulation (pulse sequence, Fig. 1), the frequencies
x and amplitudes A are as follows:

xlmjk ¼ 2pðmbl þ mam � mbj � makÞ
Almjk ¼My

jkMklM
y
lmMmj ð7Þ

The indices i, m, j, and k allow permutation through all elements of
M and the eigenvalues.

The echo modulation amplitude E(s) is formulated as follows
[1,2,17]:

EðsÞ ¼
X

l;m;j;k

Almjkeixlmjks ð8Þ

For the three-pulse echo modulation (pulse sequence, Fig. 1),
the frequencies x and amplitudes A are separated into terms rep-
resenting the a and b manifolds, as follows:

xajk ¼ 2pðmaj � makÞ
xbml ¼ 2pðmbm � mblÞ
Aajk ¼

X
m;l

MjmMy
mkMklM

y
lje

iðxajkþxbmlÞs

Abml ¼
X

k;j

MljM
y
klMmkMy

jmeiðxajkþxbmlÞs ð9Þ

The simulated echo modulation amplitude E(s,T) is formulated as
follows [1,2,17]:

Eðs; TÞ ¼
X

j;k

AajkeixajkT þ AbmleixbmlT
� �

ð10Þ

For flexibility, users can easily substitute their own time-domain
ESEEM calculations into OPTESIM as Matlab functions. Therefore,
experimental systems and pulse sequences other than those consid-
ered here [1,2,17] can be addressed by using the optimization and
statistical assessment features of OPTESIM.
2.3. Powder average for disordered systems: general and geometry-
preserving treatments

For a disordered, or powder, system, the ESEEM represents the
average over all possible orientations of the external magnetic field
vector B0, with respect to the molecular PAS [1,2,16,17]. The num-
ber of orientations of B0 relative to the molecular PAS that can be
evaluated is practically limited by the available computational
power (time scale of the calculations) and the required accuracy.
The orientation sampling vectors can be chosen as either a set of
random unit vectors, or a set of evenly-distributed points on a unit
sphere, or octant, if symmetry permits. Several methods have been
used in the latter cases [18,19]. In OPTESIM, a geodesic-sphere se-
quence generator evenly distributes vectors on a unit sphere. The
generator subdivides each of the triangular faces of an icosahedron
into four smaller triangles on a unit sphere in an iterative manner,
yielding geodesic-sphere sequences at different levels of angular
resolution. Users of OPTESIM also have the option to specify their
own orientation vectors, as well as the weights of particular
subsets of vectors. This approach is used for simulating orienta-
tion-selection experiments, in cases where the assumption of an
isotropic g-tensor cannot be made [9,20].

The overall envelope modulation when multiple nuclei are cou-
pled to the electron is combined according to the product rule. Specif-
ically, for the two-pulse sequence, the modulation is as follows [21],

EtotðsÞ ¼
Y

i

EiðsÞ ð11Þ

and for the three-pulse sequence, the product is taken separately
over the a and b manifolds, and the overall envelope modulation
is combined, as follows [22],

Etotðs; TÞ ¼
Y

i

Eaiðs; TÞ þ
Y

i

Ebiðs; TÞ ð12Þ

In the case of electron spin coupling with multiple nuclei, it is
computationally expedient to perform the powder, or spherical,
average of individual electron–nuclear interactions prior to combi-
nation of the individual Ei(s), or Ea,i (s,T) and Eb,i(s,T), modulation
terms. Information about the mutual orientation of the nuclei,
which is contained in the order P2 modulation product terms, is
lost with this treatment. In OPTESIM, the combination rule is spec-
ified at the level of a physical model of the geometry of electron–
nuclear interactions, as defined by Euler angles that specify the
mutual orientation(s) of the different hf PAS. Therefore, the ESEEM
is calculated and combined at each powder average orientation,
and subtle structural information arising from the geometry of
the multiple hf PAS can be retrieved from the overall averaged
spectrum.

2.4. Optimization and statistical analysis of experimental parameters

Optimization is achieved by fitting the simulated spectrum ðeY Þ
to the experimental one (Y) by using the minimization of the least-
squares residuals, which are a function of the parameters
(# = [h1,h2, . . .,hL]) of the Hamiltonian. The goodness of least-
squares fitting for one spectrum is defined as Q 2 ¼

P
iðY i � eY iÞ2.

For a global fitting of multiple spectra with different experimental
parameters, Q2 for the individual spectrum is weighted by its own
noise level. The global goodness of fitting is defined as:

Q2 ¼
X

k

Xnk

i¼1

ðYk;i � eY k;iÞ2=r2
k ð13Þ

where r2
k and nk are the noise variance and number of points in

spectrum k, respectively. We assume that the experimental enve-
lope modulation is free of artifacts (for example microwave phase
drift or ‘‘glitches” above the rms noise level), which is the case in
our experiments [23–25], and that the noise variance of each point
in the ESEEM waveform is identical (dead time points removed). In
this normalized representation and with the two assumptions, the
variance of the simulation error of all data points (Yk,i) is estimated
as follows:

S2 ¼ Q 2
min=ðN � LÞ ð14Þ

where Q2
min is the optimized Q2 minimum at the global minimum, N

is the total number of experimental points, as given by N ¼
P

knk,
and L is the number of independent parameters for optimization.
Q2(#) can be expanded at #̂, as:
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Q 2ð#Þ ¼ Q 2
min þ

1
2

X
i;j

o2Q2

o#io#j

 !
#¼#̂

ð#i � #̂iÞð#j � #̂jÞ þ � � � ð15Þ

where #̂ are the optimal parameters when Q2ð#̂Þ ¼ Q2
min. Assuming

that the terms with order >2 are negligible, and that the variances of
the measurement errors follow a normal distribution, then the
term:

a ¼ 1

2S2

X
i;j

@2Q 2

@#i@#j

 !
#¼#̂

ð16Þ

follows a v2 distribution with a freedom of L [26]. The simultaneous
confidence region of parameters # can be determined by the follow-
ing expression:

Q 2ð#Þ ¼ Q 2
min þ aS2 ð17Þ

The simultaneous confidence region gives an estimation of the
uncertainty of a selected optimization parameter with respect to
the other parameters. The probability of the simultaneous confi-
dence region containing the true values of #i is determined by
v2(L) and a, as a cumulative distribution of v2(L) from �1 to a.
For example, when L = 2 and a = 12, 22, or 32, the simultaneous con-
fidence probability is 39.3%, 86.5%, or 98.9%.

3. Simulation of ESEEM

The OPTESIM software consists of 28 Matlab functions and
eight Java classes that can be divided into the following four cat-
egories: experimental data filtering, numerical simulation, simula-
tion parameter optimization, and distributed computation
framework. These categories are incorporated into four stand-
alone modules that are integrated in OPTESIM, as described be-
low. The modules may be individually substituted by the routines
of other users, if desired. Table 1 shows a code fragment example
of OPTESIM.
Table 1
A code Fragment example of OPTESIM.

%Load experimental spectrum
spectrum = filterRaw(filename, filter_options);

%Define a model of one deuterium and one proton with a
%product rule
optmodel = eseOptModel({‘H2’,‘H1’}, ‘1�2’);

%Set the nulcear parameters for Nucleus 1
optmodel = changeOptModelValue(optmodel,. . .

1‘eeqQ’, 1, 0.2, ‘eta’, 1, 0.1);

%Set the nulcear parameters for Nucleus 2
optmodel = changeOptModelValue(optmodel,. . .

‘eeqQ’, 2, 0.2, ‘eta’, 2, 0.1);

%Register variables for Optimization
%Parameter, nucleus number, index, min value, max value
optmodel = registerOptModelVariable(optmodel,. . .

‘Aiso’, 1, 1, �10, 10, . . .

‘r’, 1, 2, 0, 10, . . .

‘Aiso’, 2, 3, �10, 10, . . .

‘r’, 2, 4, 0, 10);

%Set initial values for
%Aiso1, r1, Aiso2, r2, respectively
x = [6.5,2.5,1.5,2.5];

%Use simplex methods for optimization
options = optimset(‘OutputFcn’, @esePlot, ‘Display’, ‘iter’);
x_opted = fminsearch(@eseOptObjective, x, options);
3.1. Experimental data filtering

Experimental data filtering allows extraction of experimental
parameters from saved experimental data files and processing of
the modulation amplitude waveform for simulation analysis. For
two-pulse ESEEM, the extracted experimental parameters are
experiment type, s value, and B0 field. For three-pulse ESEEM,
the additional experimental parameter, T, is extracted. An exam-
ple data filtering routine that is compatible with our experimen-
tal control software is provided with the package. The ESEEM
waveform is then processed, as follows. If necessary, baseline
decay of the echo envelope, owing to spin–lattice (T1) or spin–
spin (T2) relaxation processes, is removed by using an empirical
decay function. This is accomplished by fitting the waveform to
a user specified monoexponential, biexponential, or stretched
exponential function, and then subtracting the decay function
from the experimental waveform. Any points recorded within
the spectrometer deadtime are removed. The deadtime portion
of the waveform is reconstructed as part of the optimization
during the simulation. The average noise variance (r2) of the
processed waveform (minus the deadtime fill points) is
calculated.

3.2. Numerical simulation

Numerical simulations of ESEEM are performed for one or more
electron–nuclear couplings with the identity of each nucleus sup-
plied by the user, corresponding to the parameters: gN and I. This
information can often be gleaned from a qualitative interpretation
of the spectrum, or with the aid of multiple microwave frequency/
B0 experiments. In the case of unidentified nuclei or numbers of
nuclei, the most likely models can be assessed from the statistical
criteria in OPTESIM for separate simulations that incorporate dif-
ferent types and numbers of coupled nuclei. A model for the com-
bination of the ESEEM from multiple nuclei is also specified. In the
most simple case of all nuclei coupled to the same electron spin,
and a single nuclear isotope for each coupling, the envelope mod-
ulation for two-pulse and three-pulse experiments is combined
according to the product rule expressions in Eqs. (11) and (12),
respectively. When the experimental ESEEM is known to arise from
sub-populations of electron spins with different nuclear cou-
pling(s), the ‘‘sum rule” [21,27] for combination of the individual
ESEEM is used, with a weighting factor for each population, to gen-
erate the total ESEEM. Practical cases where the sum rule and
weighting are necessary are incomplete or heterogeneous isotopic
substitution of a nuclear site, conformational isomers of the same
paramagnetic molecule, and different paramagnetic molecules.
OPTESIM allows users to specify the particular combination rule
by using a numerical expression. For example, in the case of two-
pulse ESEEM from a molecule with uniform isotope content at cou-
pled nuclear site 1, and heterogenous isotopic content at coupled
nuclear site 2, the combination of the individual modulation is
specified by ‘‘E1[C2,aE2,a + C2,bE2,b]”, where the Ei are the envelope
modulation and the Ci,a/b are the normalized isotope substitution
factors at site 2. The weighting can be included in the simulation
as an adjustable parameter. In cases of three-pulse experiments,
this combination is done by separately combining the modulation
from the a and b manifolds (Eq. (12)).

The calculation of the powder average ESEEM is achieved by
using the following steps: (1) the user defines the nuclear param-
eters for each coupled nucleus and the combination rule. (2) The
Hamiltonians for each electron-nuclear coupling are calculated
for one orientation of the external magnetic field. (3) The modula-
tion envelopes for each nuclear coupling are calculated based on
the Hamiltonians calculated in step 2. (4) The modulation enve-
lopes are combined to attain the overall spectrum for the one
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orientation. (5) Steps 2–4 are repeated until the spectra include
averaging over all orientations of B0 relative to the reference PAS.
Fig. 2. 14N ESEEM collected from the substrate radical intermediate in
ethanolamine ammonia-lyase, and Fourier transform, and simulation (red line)
representing a global optimization. (top) s = 304 ns. (bottom) s = 152 ns. Simulation
parameters are listed in Table 2. Conditions [24]: microwave frequency, 8.772 GHz;
magnetic field, 3090 Gauss; temperature, 6 K; microwave pulse width, 20 ns. (For
interpretation of color mentioned in this figure legend the reader is referred to the
web version of the article.)

Table 2
Simulation parameters for ESEEM from the coupled 14N in the substrate radical
intermediate in ethanolamine ammoia-lyase. Euler angles correspond to the relative
orientation of the hf and nqi PAS.

Nuclear parameters Values Simultaneous confidence (0.99) region

Aiso(MHz) 0.933 0.910–0.958
reff (Å) 3.90 3.63–4.34
e2qQ/h (MHz) 3.075 3.068–3.084
g 0.579 0.568–0.590
a(�) 30.1 27.4–36.7
b(�) 60.1 55.5–64.9
c (�) 14.7 6.9–39.0
3.3. Optimization

The simulated ESEEM is matched to the filtered experimental
spectrum after the following transformation,eY ¼ c1ðbY þ c2Þec3t þ c4 ð18Þ

where eY and bY are the transformed and original simulation enve-
lope modulation, respectively, and t represents s or s + T, for the
two-or three-pulse experiments respectively. The four real con-
stants c1�4 are calculated by minimizing the squared residuals of
the match between the transformed amplitude and the filtered
experimental data. The ci are defined, as follows: c1 is the scaling
factor for the simulated waveform, c3 compensates for modulation
amplitude decay, and c2 and c4 are offset terms for adjusting the
waveform prior to, or subsequent to, the decay operation. The scal-
ing constants, c1, c2, and c4, in Eq. 18 are used when the target
ESEEM originates from a sample in which the contributions to the
ESEEM from nuclear couplings, other than the target couplings of
the simulation, are not known. The minimum squared residual is
set as the objective function for optimization over the adjustable
parameters. For one model of number and type of nuclear couplings
and method of combination, users can specify multiple experimen-
tal spectra under different experimental conditions (for example, s
value, B0 value for the same ge value) for a global optimization, with
the fitting objective function defined as in Eq. (13). A standardized
definition of the objective function in OPTESIM allows users to take
full advantage of available Matlab optimization routines.

In our experience, owing to the large dimension of the parame-
ter space and the rugged landscape of the objective function, gra-
dient-based local optimization methods often fail to find the set
of global optimal parameters because of the existence of many lo-
cal minima, and non-gradient-based optimization methods require
extensive computation power. Therefore, the computation speed
becomes the bottleneck for the scale and accuracy of optimiza-
tions. One solution is to use faster C/C++ code for the core calcula-
tions that are crucial to computational speed. In our test, using a
compiled C++ executable (MEX-files) for the modulation envelope
calculation in Matlab resulted in a decrease of up to 1.5-fold in the
time of the overall simulation. Another solution is to distribute the
computation of the powder averaging to the available computa-
tional resources on a local network.

3.4. Distributed computing framework

A Java-RMI based distributed computational framework is in-
cluded in OPTESIM. This framework allows users to build a distrib-
uted system of ESEEM simulation on their own PC computer
hardware resources. The orientation sampling vectors for the pow-
der average are first divided on the local computer and sent to dif-
ferent remote PCs according to their computational speed. The
results are then collected and averaged on the local PC. A linear in-
crease in computation speed with respect to the number of PCs can
be achieved with this approach.
4. Results

4.1. Example 1: Global simulation of ESEEM from a single 14N nucleus
in an enzyme radical reaction intermediate

In three-pulse ESEEM studies of the cryotrapped 2-aminopropa-
nol-generated substrate radical catalytic intermediate in the active
site of coenzyme B12-dependent ethanolamine ammonia-lyase
(EAL) from Salmonella typhimurium, a 14N nucleus was found to
be coupled to the substrate radical [28,29]. The narrow features
in Fourier transforms of the three-pulse 14N ESEEM at 0.8–0.9,
1.7–2.0, and 2.9–3.0 MHz correspond approximately to the m0, m�
and m+ nqi frequencies of 14N (a electron spin manifold for Aiso > 0),
and the broad feature positioned around 4 MHz is the DmI,b = ±2, or
‘‘double quantum”, feature. This spectral pattern is characteristic of
the ‘‘exact cancellation” condition, in which the hf coupling and
nuclear Zeeman contributions approximately cancel in one elec-
tron spin manifold [30,31]. The coupled 14N has been assigned to
a nitrogen belonging to the guanidinium group of Arg160 in the
EutB subunit of EAL [24,32]. Arg160 makes hydrogen bond contact
with the substrate in the active site [24]. Multi-frequency three-
pulse ESEEM spectra obtained at g = 2.02 for the substrate radical
were analyzed by using OPTESIM for a global optimization over
the 14N nuclear parameters. Fig. 2 shows the global fitting in both
time and frequency domains at two different s values. Table 1 lists
the optimal parameters found for the simulation and their simulta-
neous trusted regions at the confidence level of 0.99. The parame-
ter values are consistent with previously published results [24,29].
However, the simulation with hybrid optimization converged to
the parameters presented in Table 2 in approximately 1.5 h,
whereas the trial-and-error approach used in the original simula-
tion [29] required months of intermittent effort.



Fig. 3. Goodness-of-fit landscape for the parameters e2qQ/h and g. Other simulation
parameters are fixed to their optimal values, as listed in Table 2.
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Fig. 3 shows a goodness-of-fit landscape plot, which is con-
structed by varying the e2qQ/h and g values from 0 to 6 MHz and
0 to 1, respectively. This plot represents a simpler optimization
problem over e2qQ/h and g with all other parameters fixed at their
optimized values (Table 2). The roughness of the goodness-of-
fit landscape prevents local optimization methods, such as conju-
gated gradient and Nelder–Mead simplex, from finding the global
minimum with outlying starting points. Fig. 4A demonstrates the
failure of the Nelder–Mead simplex method with random starting
points, except for the initial parameter set that is close to the global
minimum. In contrast, the non-local genetic algorithm converges
to the global minimum within 20 generations of a population size
of 50, as shown in Fig. 4B. However, a larger scale genetic algo-
rithm with full parameter optimization requires a larger popula-
tion size and generation numbers. Our experience shows that an
efficient optimization of 10 parameters requires a population size
of about 200 for a thorough search of the parameter space. The
Fig. 4. Trajectories of the goodness-of-fit obtained by using simplex and genetic optimiz
method on e2qQ/h and g. Red circles represent the ending points of the trajectories, which
minimum when the starting point is close. (B) Optimization trajectory for the genetic a
algorithm termination condition can be set to a specific number
of stale generations [33], and the best individuals will condense
at the global minimum in approximately 50 generations. With a
hybrid optimization approach, the best individual generated by
the genetic algorithm serves as the starting point for further local
optimization methods with fast convergence (for example,
simplex).

The statistical assessment quantifies the importance of individ-
ual simulation parameters in reproducing the ESEEM. For discrete
systems (single structure), a narrow confidence region indicates
that a parameter contributes significantly to the ESEEM. For exam-
ple, in the case of the 14N ESEEM in Fig. 2, e2qQ/h and g directly
influence the frequency values of the narrow, large-amplidue m0,
m�, and m+ components, and Aiso influences the center frequency
value of the mdq component. These parameters therefore have
relatively narrow simultaneous confidence regions (Table 1). The
reff parameter influences the width of the mdq feature, and therefore
has a relatively wider confidence region. The Euler angles in Table
1 subtly modify the relative amplitudes of the m0, m�, and m+, and mdq

features, and have correspondingly wider confidence regions. The
relatively narrow interval for Euler angle, b, in Table 1, and wider
confidence regions for a and c, is consistent with the choice of an
axial dipolar (versus rhombic) hf tensor. If the influence of a param-
eter on the ESEEM is within the experimental noise, then the
simultaneous confidence region would approach the full allowed
range (for example, �180� to 180� for an angular parameter). The
statistical assessment is useful for culling unnecessary parameters,
which may reduce computation time.

4.2. Example 2: Mutual orientation of two 14N hf PAS in Cu(II)-bis-
histamine complex

The Cu(II)-bis-histamine complex, Cu(II)(him)2(NO3)2, is a mod-
el for bis-trans equatorial coordination of Cu(II) by imidazole in
proteins. The structure of the complex in Cu(II)-doped
Zn(II)(him)2(NO3)2crystal has been determined by X-ray crystal-
lography [34], and superhyperfine (shf) coupling parameters for
the remote 14N of imidazole have been calculated by using exper-
imentally constrained density functional theory [35]. The Cu(II)
(him)2(NO3)2 complex was synthesized as described [34], and a
frozen 5 mM sample was prepared in 1:1 ethylene glycol/water
glass in a 0.4 cm outer diameter EPR tube. Three-pulse ESEEM
was collected at the B0 value for maximum ESE amplitude at
ation algorithms. (A) Trajectories of the optimization for the Nelder–Mead simplex
correspond to local minima. The simplex method only succeeds in finding the global

lgorithm. Red dots represent individuals in a population of 50.



Fig. 5. ESEEM collected from the remote 14N imidazole nuclei in the Cu(II)-bis-
histamine complex and Fourier transform, and simulation (red). The simulation
parameters are listed in Table 3. Conditions: Microwave frequency, 8.772 GHz;
magnetic field, 3030 Gauss; temperature, 6 K; microwave pulse width, 20 ns;
s = 310 ns. (For interpretation of color mentioned in this figure legend the reader is
referred to the web version of the article.)

Table 3
Simulation parameters for ESEEM from the remote 14N imidazole nuclei in Cu(II)-bis-
histamine complex. Euler angles, a, b, and c, correspond to the relative orientation of
the hf and nqi PAS, and Euler angles a0 , b0 , and c0 , correspond to the relative
orientation of the two 14N hf PAS.

Nuclear parameters Values Simultaneous confidence (0.99) region

Axx(MHz) 2.13 2.10–2.15
Ayy(MHz) 1.81 1.77–1.84
Azz(MHz) 0.854 0.822–0.886
e2qQ/h (MHz) 1.51 1.50–1.52
g 0.668 0.653–0.683
a (�) 7.28 �1.35 to 16.42
b (�) �9.34 �11.12 to �7.33
c (�) �9.41 �24.02 to 6.01
a0 (�) 177.0 168.3 to 200.9
b0 (�) 32.5 29.6 to 35.5
c0 (�) �6.7 �17.9 to 16.6
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g = 2.069 in this disordered sample. In the special case of this nom-
inally octahedral Cu(II) complex, all orientations of the g-tensor
can be assumed to contribute to the ESE at this g\ position of the
EPR spectrum [36]. Powder simulation of the ESEEM leads to deter-
mination of the mutual orientation of the two remote imidazole
14N shf PAS, based on reproduction of subtle spectral features,
which exemplifies the efficiency of OPTESIM.
Fig. 6. Physical model for the mutual orientation of the imidazole remote 14N hf P
Cu(II)(him)2(NO3)2 [34]. (A) Best-fit mutual orientation of the hf PAS of the imidazole
simultaneous confidence regions of the axes, at level 0.99. (B) X-ray crystallographic st
directions in (A) are shown.
Fig. 5 shows the converged simulation of three-pulse ESEEM
collected from the Cu(II)-bis-histamine complex. The simulation
parameters are presented in Table 3. The simulation was achieved
by using a sequential application of the genetic algorithm (104

evaluations) and Nelder–Mead simplex (103 iterations) algorithm.
The simulation of the experimental ESEEM spectrum involved opti-
mization on eleven shf and nqi parameters. Eight of the parame-
ters, including the three principal components of the remote 14N
shf tensor, e2qQ/h, g, and the three Euler angles that relate the
shf and nqi PAS, are assumed to be common to the two 14N nuclei.
A significant feature of the FT of the experimental ESEEM, which is
enhanced at the selected s value of 310 ns, is the spectral feature
around 8 MHz that arises from combination of the DmI,b = ±2, or
‘‘double quantum” modulation from the two coupled 14N. The line
shape of this DmI,b = ±2 combination line is sensitively dependent
on the mutual orientation of the two remote imidazole 14N shf
PAS. This was accounted for in the simulations by varying Euler an-
gles that relate the two remote imidazole 14N shf PAS as part of the
optimization. The values of these Euler angles cause extremely
subtle changes in the overall ESEEM amplitude, and the parameter
space has a large dimension. Therefore, manual fitting and gradi-
ent-based optimization methods are exceptionally time-consum-
ing and impractical.

Optimization using the ‘‘hybrid” approach with a population
size of 500 converged in about 10 h on the distributed network
of fourteen Pentium 4 PCs. Table 1 displays the best fit values
and simultaneous confidence intervals of the simulation parame-
ters. The shf coupling tensor, nqi parameters, and Euler angles that
relate the shf and nqi PAS are in good agreement with values re-
ported for ESEEM-detected imidazole remote 14N coupling in other
Cu(II)-imidazole complexes [37,38]. The Euler angles for the rela-
tion of the two 14N PAS in Table 3, a = 177�, b = 32.5�, and
c = �6.7�, indicate that the x- and y-axes are approximately op-
posed, and that the z-axes are approximately collinear, as depicted
in Fig. 6A. The relatively high symmetry of the simulated mutual
orientation of the remote 14N shf tensors is consistent with the
symmetry in the X-ray crystallographic structure of the
Cu(II)(him)2(NO3)2complex [34], which is shown in Fig. 6B. A more
detailed interpretation of the OPTESIM results for the Cu(II)-bis-
histamine complex, and other Cu(II)-imidazole complexes, will
be presented in a separate work.
AS in the Cu(II)-bis-histamine complex, and X-ray crystallographic structure of
remote 14N nuclei, obtained by using OPTESIM. The dotted surfaces represent the
ructure of Cu(II)(him)2(NO3)2 [34]. Proposed Cartesian axes that correspond to the
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5. Conclusions

OPTESIM is a Matlab-based toolbox that presents efficient solu-
tions to the analysis of ESEEM by using numerical simulation.
Automated, optimized simulations by using the toolbox lead to
convergence on dramatically shorter time scales, relative to man-
ual simulations. The efficiency is achieved by using an implemen-
tation of the fast algorithm [1,2,17] for translation of the spin
Hamiltonian [10,11] into simulated ESEEM, and by the use of a hy-
brid, coarse-to-fine grain optimization approach. The statistical
analysis of the simulation parameters allows the identification of
simultaneous confidence regions at specific confident levels, which
can be used to cull insignificant parameters to further speed calcu-
lations, and which supplies limits on the physical parameters (dis-
tances, angular orientations) that are used to construct molecular
models from the ESEEM data. The geometry-preserving spherical
averaging algorithm for N > 1 allows subtle information to be ex-
tracted about the relative orientations of the hf PAS, even in pow-
der samples. These features of OPTESIM are exemplified by the
applications for simulation of 14N coupling for N = 1 and N = 2.
OPTESIM is available for download from the following url: http://
www.physics.emory.edu/optesim. The website includes a detailed
description of the software, application instructions, and a tutorial.
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